Assessment on the Achievable Throughput of Multi-Band ITU-T G.652.D Fiber Transmission Systems


Abstract—Fiber-optic multi-band transmission (MBT) aims at exploiting the low-loss spectral windows of single-mode fibers (SMFs) for data transport, expanding by ∼11x the available bandwidth of C-band line systems and by ∼5× C+L-band line systems’. MBT offers a high potential for cost-efficient throughput upgrades of optical networks, even in absence of available dark-fibers, as it utilizes more efficiently the existing infrastructures. This represents the main advantage compared to approaches such as multi-mode/core fibers or spatial division multiplexing. Furthermore, the industrial trend is clear: the first commercial C+L-band systems are entering the market and research has moved toward the neighboring S-band. This article discusses the potential and challenges of MBT covering the ITU-T optical bands O → L. MBT performance is assessed by addressing the generalized SNR (GSNR) including both the linear and non-linear fiber propagation effects. Non-linear fiber propagation is taken into account by computing the generated non-linear interference by using the generalized Gaussian-noise (GGN) model, which takes into account the interaction of non-linear fiber propagation with stimulated Raman scattering (SRS), and in general considers wavelength-dependent fiber parameters. For linear effects, we hypothesize typical components’ figures and discussion on components’ limitations, such as transceivers,’ amplifiers’ and filters’ are not part of this work. We focus on assessing the transmission throughput that is realistic to achieve by using feasible multi-band components without specific optimizations and implementation discussion. So, results are meant to address the potential throughput scaling by turning-on excess fiber transmission bands. As transmission fiber, we focus exclusively on the ITU-T G.652.D, since it is the most widely deployed fiber type worldwide and the mostly suitable to multi-band transmission, thanks to its ultra-wide low-loss single-mode high-dispersion spectral region. Similar analyses could be carried out for other single-mode fiber types. We estimate a total single-fiber throughput of 450 Tbs over a distance of 50 km and 220 Tbs over regional distances of 600 km: ∼10× and 8× more than C-band transmission respectively and ∼2.5× more than full C+L.

I. INTRODUCTION

LEGACY optical networks operated on the C-band and deploying direct-detection 10 G optical WDM transmission technologies, could achieve a maximum throughput of ∼1 Tb/s/fiber. Coherent optical technologies have dramatically improved the transmission scenario, and commercial transponders can now convey over C-band line-systems up to 38.4 Tb/s/fiber [1], by implementing a 38× transmission throughput increase, keeping the transmission infrastructure unchanged. On the other hand, it is predicted that IP traffic demand will continue to grow at a compound annual growth rate (CAGR) as large as ∼26% [2] for back-bone networks, and it might be even larger for metro scenarios and data center interconnect (DCI) [2]. In addition, 5 G and high-capacity access traffic as well as machine-to-machine communication, together with the expansion of cloud services will further load the back-bone optical network infrastructure. Consequently, the per-fiber throughput enabled by the coherent transmission technologies is not sufficient anymore to support the envisioned IP traffic explosion, and alternative solutions must be found; with a firm request from Carriers to fully exploit the installed transmission equipment in order to maximize returns from investments [3].
Two different approaches have been proposed to upgrade infrastructures to cope with these requirements: spatial division multiplexing (SDM) with multi-fiber (MF) or multi-core/mode fiber (MMF/MCF) transmission; and multi-band transmission (MBT), which more efficiently exploits the available spectrum of a single fiber. MBT and SDM are not mutually exclusive, as MBT is a technique that maximizes the per-fiber transmission, that can be eventually combined with SDM by activating additional fibers, when needed. For both MF and MBT, transport platforms are commercially available, while MMF/MCF transmission needs complex multiple-input-multiple-output (MIMO) transceivers not yet commercially available. SDM can be implemented following two main strategies: I) by using the available dark-fibers, i.e., MF transmission [4] or II) by following the much costlier operation of rolling out new optical fiber infrastructures [5], consisting of MF/MMF/MCF. The MMF/MCF approach leads to a potential capacity in the Petabit/s/fiber range [6], [7], but it requires to establish a new transmission ecosystem with huge CAPEX efforts. Moreover, the required technologies and standardization lack of maturity for a near-term commercial deployment.

On the other hand, SDM with MF transmission is the most widely adopted solution in case of available dark-fibers as it relies on mature and cost-effective technologies by replicating C-band line systems. Nevertheless, in absence of available dark-fibers, techno-economics address the operators towards postponing such as solution that would require to install or lease new cables, with large CAPEX efforts and operational delays. If ducts are full, the cost for a new fiber roll-out is ~25 k €/km in rural areas, and up to ~500 k €/km in metropolitan areas. SDM with MF transmission is highly costly also for network operators leasing fibers, that occurs when: I) they manage networks abroad; I) they lease infrastructures owned by incumbent operators; III) they cannot afford to deploy the new fibers. Moreover, engineering works may imply large and unpredictable delays because of needs for local authorities approvals, and negotiations, in general. In summary, MBT is an attractive solution to support the continuous growth in fiber transmission demand, as it postpones fiber roll-outs, and maximizes the return-on-investments on existing infrastructures [8], and is a seamless and complementary solution to SDM.

MBT aims at enabling transmission beyond the C-band by opening up the 2nd and 3rd low-loss windows of single-mode fibers (SMF) as depicted in Fig. 1 of [10] for ITU-T G.652.A/D fiber. For the mostly and widely deployed ITU-T G.652.D fiber [11], the ≤ 0.4 dB/km overall spectral region ranges from 1260 nm to, at least, 1625 nm for a total bandwidth of ~53.5 THz, i.e., ~11× the C-band. The optical bands {O, E, S, C, L} depicted in Fig. 1 are defined as per ITU [9]. Commercial MBT are targeting the upgrade of existing C-band line systems, first, with commercially available C+L-band systems, by capitalizing on the re-use of Erbium amplifier technology also within the L-band [12]. This operation adds ~7 THz to the ~5 THz of the C-band for a total bandwidth of ~11.5 THz. In a second step, the remaining bands will be considered for data transport, starting from the S-band [13]. In principle, all types of single-mode fibers could be utilized for MBT, but the available bandwidth will depend on the actual fiber characteristics, mainly on the cut-off frequency defining the single-mode spectral range. Fibers with hydroxyl ions (OH) causing an absorption peak in the E-band such as ITU-T G-652.A/B would see a significantly lower capacity compared to modern, but already widely deployed ITU-T G-652.D. On the other hand, pure silica core fiber (PSCF) which, besides having a zero OH absorption peak, presents a very large effective area — small non-linear coefficient — and very-low attenuation, will provide better performance than ITU-T G-652.D.

In 1990 s, fiber manufacturer were able to purify silica from the OH ions, and the ITU-T G.652.D SMF fiber with no absorption peak was proposed, standardized in 2003 and commercialized to extend the transmission bandwidth of fiber systems [14], [15]. Consequently, the market share for ITU-T G.652.A/B have progressively decreased over the last 15 years. According to [16], the cumulative percentile of ITU-T G.652.D fiber — or compatible — deployed worldwide over the years 1993–2018 is ~81% with an increase to up to ~97% in 2013-2018. Similar data are reported in [15]. Note that these figures refer average value worldwide. For example, in the USA, a large part of the nationwide backbone is made of non-zero dispersion-shifted fiber (ITU-T G.655) with large effective area, for which MBT is feasible only on C+L bands. Among the fibers without the absorption peak, ITU-T G.652.D is the most deployed [11], [16] and is, therefore, the one we have considered in our analysis. Its measured physical parameters are reported in Fig. 2: the black line displays the dispersion whereas the green and blue lines show the attenuation for legacy ITU-T G.652.A (from the 80’s) and ITU-T G.652.D optical fibers, respectively.

Fig. 2 shows that MBT has to cope with wavelength dependent channel characteristics: the dispersion coefficient \( D(\lambda) \) ranges from ~5 ps/nm/km to ≥20 ps/nm/km (from O→L-band); whereas the fiber loss \( \alpha(\lambda) \) ranges from ~0.38 dB/km (in O-band) to ~0.18 dB/km (in C-band). Consequently, to achieve a full optimization of transmission over such a wide spectrum, adaptation to the fiber characteristics on a per-channel and per-band basis is required. For instance, different modulation formats might be assigned to different transmission bands as proposed in [17]. Alternatively, probabilistic shaping and rate-adaptive forward error correction (FEC) could be used to achieving a finer granularity [18].

![Fig. 1. ITU-T band definition for single-mode fiber [9].](image-url)
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1In this case, they are subjected to the host country regulations, which usually do not allow foreign companies to freely deploy new fibers.

2Note that commercial C-band systems occupy wider bandwidth than ITU standardized C-band.
In the following paragraphs, we summarize goals, assumptions, and results of this article.

Goals: We aim at assessing the achievable throughput on a single mode fiber transmission system when relying on MBT on ITU-T G.652.D fiber. We assume the deployment of 32 Gbaud ideal rate-variable transceivers [18] on the 50 GHz WDM fixed grid, so, results are not to meant as ultimate capacity assessment, but as reasonable figures achievable by turning-on additional bands in MBT, with the aim to assess the band-by-band throughput scaling-up factor referred to the C-band’s. We focus the analysis on limitations introduced by fiber propagation, so we do to address specific components and control-software optimizations.

Assumptions: As performance meter, we use the generalized signal-to-noise ratio (GSNR) [19], [20] that includes both the accumulated ASE noise introduced by amplifiers to counteract fiber loss and SRS spectral tilt, and the non-linear interference (NLI) generated by fiber non-linear propagation by using the GNPy library [21] as it has been extensively validated [22]. For the NLI calculation we follow a completely disaggregated approach where each fiber span introduces its NLI contribution independently. For the NLI contribution calculation, we use the generalized Gaussian noise (GGN)-model [23]–[27] that together with the proven conservative accuracy of the GNN-model [20] considers the effects of spectral and spatial variations of fiber loss and its interaction with NLI generation [23]–[27]. As showed by results of this work, these effects, mainly induced by the SRS, are dominant when the transmission band approaches the SRS peak, so when the transmission band occupancy approaches 10 THz. This article extends the work reported in [28], [29], precisely by including SRS effects while evaluating non ideal components. Thus, we suppose amplifiers delivering a flat per-band gain and noise-figure followed by ideal gain flattening filters. For per-band values of noise-figure we refer to feasible amplifying technologies as reported in literature. As power control strategy, we suppose the sub-optimal per-band flat launch power at every fiber span and the per-band power spectral density is computed out by applying the local optimization for a global optimization (LOGO) strategy to each band [30]. We are fully aware of the importance of analyzing the components’ limitations and of the need to realize an ecosystem of devices enabling end-to-end transmission [31], e.g., optical MBT amplifiers and filters, as reported in Section II. But such analyses, as well as techno-economics, would be carried-out on top of fiber propagation potentialities in order to keep separated the potentialities of different design leverages. Some technologies are indicated merely with the objective of providing a strategy to implement a pay-as-you-grow approach for system upgrade.

Results: We derive, by estimating the GSNR, the total throughput per band for the following scenarios: I) DCI-like, i.e., ≤ 80 km; II) metro networks ∈ (150 km, 300 km); and III) extended metro & regional networks, i.e., up to 600 km. We also assess the impact of using the O-band for Raman pumping instead of exploiting it for data transmission, to enhance the performance of the E-band, and potentially boosting the capacity of medium-long reach links.

The article is organized as follows. In Section II, we discuss the potentialities and challenges together with a possible road-map for the development of MBT systems. Section III describes the methodology used for the presented analyses. Next, Section III presents the considered system configurations and scenarios, and highlights the main assumptions for throughput evaluation. Afterwards, Section IV discusses on numerical analyses and presents results as maximum achievable data-rate per channel and throughput per band. Finally, Section V draws conclusions and addresses future investigations.

II. Multi-Band Optical Systems: Potentialities, Challenges, and Road-Map

Fig. 3 illustrates a generic MBT system: the multi-band transmitter and receiver (MB-TX, MB-RX) might employ a comb of tunable lasers, specific for each transmission band or, alternatively, over the entire 54 THz low-loss spectrum. The multi-band MUX / DEMUX filters are capable of selecting any band, while the band amplifiers are supposed to be implemented by relying on ad-hoc doping glass materials, optimized for each band. For instance, we assume Praseodymium [32] for O-band; Bismuth [33] for E-band; Thulium [34] for S-band; and Erbium for C- and L-bands. A possible structure for multi-band re-configurable optical add/drop multiplexers (MB-ROADMs) and inline optical amplifiers is depicted in Fig. 3. System advantages may be obtained by using Raman amplification [35], also in MBT, by sacrificing some spectral portions from data transmission, as a large-enough guard band between the Raman pumps and channels must be guaranteed. Alternatively, we could completely remove data transmission from a band and use it to allocate the Raman pumps only. The latter is considered in the
work, where all O-band specific components are removed from the link and replaced by counter-propagating Raman pumps. Finally, Raman amplifiers could be also realized as discrete components [36].

### A. Potentialities

MBT is a realistic and practical approach to increase the capacity of optical networks in near future, because it efficiently uses the available optical fiber infrastructure, thus postponing new fiber roll-outs. Moreover, MBT enables a pay-as-you-grow approach also for the in-line network elements, e.g., filters, amplifiers. For example, some operators are in the process of upgrading their C-band systems with the L-band [37]. Although a techno-economic analyses is out-of-the-scope, we based our work on data received from the operators, which indicate MBT has high potential for capacity increase. In order to deliver a simple quantitative projection, we may assume (20, 20, 50) Tb/s throughput for C-, L-band, all remaining bands, respectively; and 30% of traffic growth. From this, one can find out that after hypothetical 20 years growth at 30%, {96, 48, 22} fibers would be necessary in case of relying on C-only, C+L and all bands line systems, respectively. Therefore, it is clear that multiple fiber transmission is inevitable, but MBT is an effective technology to better exploit the infrastructure by enhancing the spatial efficiency in bit/s/m² in ducts.

MBT opens up to novel leverages for traffic and network management. The broad spectrum enables to transmitting hundreds of channels with quite different optical performance, and this allows the existence of different classes of traffic among them. Another advantage of MBT is that it allows operators to manage less fibers with respect to SDM. For instance, while the O-band could carry short-reach traffic, e.g., ≤ 80 km, long-haul (LH) traffic could be transported on the better performing C- or L-bands. In this context, a first assessment on the MBT potentialities, performing an iterative power optimization scheme for C-, S- and L-band, has been proposed in [38], [39]. In [38], a 150 Tb/s capacity has been shown after 40 km by using S-, C- and L-bands. In this work, we show that for similar distances – 50 km, specifically – the throughput might triple by occupying the spectrum from O- to L-band.

### B. Challenges

The main challenge for MBT is the low maturity of the key components. While C-band devices have achieved high maturity, MB optical components are still at an early stage. For example, first prototypes of MB-TX / MB-RX have been presented in [40], and multi-band amplifiers enabled new transmission records with fiber capacity of 115 Tb/s in S-, C- and L-band as shown in [13] or achieving high performance in the case of hybrid EDFA + Raman amplifier for C+L [41]. MBT opens up an enormous spectrum for transmission, enabling the co-propagation of a large number of channels. This is a critical aspect for the network operators due to the considerably different transmission characteristics of each band, as shown in Fig. 2. Efficiently managing such a wide spectrum can be quite cumbersome, due to the high dependence of optical performance on the selected wavelength. An effective exploitation of the available capacity could be achieved by: I) deploying bandwidth variable transponders which can adapt their symbol rate/modulation format over the entire spectrum; and II) using an advanced control plane embedding an accurate performance model and a routing, modulation format and spectrum assignment algorithm that efficiently exploits the performance variations across the entire 54 THz spectrum.

Table I list the potentialities and challenges of MBT in terms of pros and cons when compared to transmission solutions such as MF, MMF, and MCF.

### C. Road-Map Towards Multi-Band Systems

Fig. 4 displays a possible road-map towards the adoption of MBT systems by network operators and service providers. Based on the currently available technology and, in particular, given the

$$G_{NL\lambda}(L_s, f) = \frac{16}{27} \gamma^2 \int_{-\infty}^{+\infty} G_{TX}(f_1)G_{TX}(f_2)G_{TX}(f_1 + f_2 - f)$$

$$\left[ \int_0^{L_s} \exp(+j4\pi^2(f_1 - f)(f_2 - f)[\beta_2 + \pi \beta_3(f_1 + f_2)])d\zeta \right] \rho(\zeta, f_1)\rho(\zeta, f)\rho(\zeta, f_2) \rho(\zeta, f_2) d\zeta d\zeta$$  

(1)
initial absence of mature MB amplifiers, we foresee that the first application will involve mainly short-reach links. The maximum achievable distance of these systems will strictly depend on the channel power budget. At this stage, MB transceivers and fixed-filters will be the only pre-requisite. This first use case is very relevant because it covers a fast growing market sector, both in terms of demand and DCI applications.\(^4\) Once the technologies for MB amplifiers will be sufficiently mature, longer reach links, such as long-distance DCI and metro-aggregation networks, e.g., up to 300 km, may become a reality. This will require additional CAPEX but, as MBT enables a pay-as-you-grow approach, the increased cost can be diluted over time. At this stage, it will be highly desirable that the amplification sites of the MB amplifiers coincide with the existing ones. At the final stage, regional and LH multi-band networks may become viable, enabled by mature MB amplifiers and ROADMs.

### III. Multi-Band Transmission Analysis

In line systems using optical coherent technologies, the most limiting transmission impairments are the joint effect of the accumulation of ASE noise – introduced by the amplifiers – and NLI disturbance generated within fiber propagation. Other effects, such as accumulated dispersion or polarization mode dispersion (PMD) are mostly compensated by the DSP within the receiver. It is well accepted that the quality-of-transmission (QoT) figure of merit for the deployed lightpaths is given by the GSNR [19], [20] that includes both the effects of the accumulated ASE noise and NLI disturbance, defined as

\[
\text{GSNR} = \frac{P_{RX}}{P_{ASE} + P_{NLI}} = \left(\text{OSNR}^{-1} + \text{SNR}^{-1}_{NL}\right)^{-1}, \quad (2)
\]

---

\(^4\) Solutions such as WDM 400ZR are now available on the market because of the high demand. It is worth to mention that the largest number of DCI links is well below 80 km [42].
where $OSNR = P_{RX}/P_{ASE}$ is the optical SNR measurable on the optical spectrum analyzer, $SNR_{NL} = P_{RX}/P_{NL}$ is the non-linear SNR considering the effect of NLI only, $P_{RX}$ is the power of the channel under test (CUT), $P_{ASE}$ is the power of the ASE noise and $P_{NL}$ is the power of the NLI. The GSNR corresponds to the error vector magnitude (EVM) [43] readable on the DSP-recovered constellation in case of absence of substantial phase-noise. Given the back-to-back transceiver characteristic, the GSNR well predicts the BER, as extensively shown also in multi-vendor experiments using commercial products [20]. We suppose the controller to set the line operating at the LOGO [30], so the GSNR will be dominated by the ASE noise being $OSNR = 1/2 SNR_{NL}$. The OSNR calculation is analytic based on the knowledge of gain and noise figures of amplifiers, together with power evolution per-frequency in fibers. While, for the NLI calculation, we rely on the GGN-model that generalized the GN-model in case of presence of substantial space and frequency variation of fiber loss – and gain, in case of Raman amplification.

In [44], the GN-model was introduced by applying to optical transmission using coherent technologies the concept already presented in the original paper [45]. The GN-model has subsequently been extensively validated, confirming that it can be employed for fast but still accurate network performance optimization [46]. Moreover, it was shown in [20] that it can be used for a quick yet accurate and conservative QoT estimation in transmission over optical bandwidths as large as 3 THz. In case of a wider spectrum, the SRS becomes the most limiting effect as it induces a spectral tilt intra- and inter-band towards lower frequencies that can be avoided only with a guard-band as large as 15 THz, which is approximately the SRS bandwidth. Indeed, it has been experimentally shown [47] that the SRS-induced spectral tilt is the main effect in a S+L system.

As the bandwidth for the inter-channel cross-talk including the modulation effect is quite limited, the SRS-induced amplitude disturbance is not a considerable impairment, as shown experimentally in [48]. In [49], an extension of the GN-model including the Raman amplification and assuming a flat spectral Raman effect has been proposed, and in [50] design strategies for optimal hybrid Raman/EDFA amplification have been derived [51]. However, such assumptions are not sufficiently general for MBT systems because, besides the variation of gain/loss with the space, also the variations in frequency are considerable. Thus, the GN-model has been generalized to the GGN-model [24, 26, 27] to accurately account for the frequency and space variations of gain/loss along the fiber spans and across the transmission bands as well as the wavelength dependence of dispersion, so, fully considering the SRS effects – cross-talk and amplification. In [52], [53], the GGN-model has been experimentally validated and, in [54], it has been proposed to estimate the QoT for point-to-point and network performances, considering optical bandwidths as large as 10 THz. Although GN-like models are usually quite accurate, especially in the C-band, their accuracy decreases in the presence of very-low fiber chromatic dispersion parameters. Nevertheless, in the case of ITU-T G.652 fibers, the close-to-zero dispersion parameter occurs at high frequencies, where the power depletion due to SRS is large, making NLI negligible with respect to ASE noise. The accuracy for GN-like models is also reduced when used for short-reach links, such as single-span systems. However, the estimation is conservative in this case. Thus, it can still be used to depict a general trend on the system capacity.

Eq. (1) shows the GGN-model formula estimating the NLI power spectral density $G_{NL}(L_s, f)$ generated by a wavelength division multiplexed (WDM) comb with a power spectral density $G_{TX}(f)$ after transmission along a fiber span with length $L_s$, non-linear coefficient $\gamma$, dispersion parameter $\beta_2$ and dispersion slope $\beta_3$. The term $\rho(z, f)$ is the overall frequency and space dependent fiber loss profile. This parameter includes the non-flat fiber attenuation and the SRS: both Raman cross-talk and Raman amplification, if any. Details on the evaluation of $\rho(z, f)$ are reported in appendix A. In presence of Raman pumps, the SNR
penalty introduced by the Rayleigh back-scattered pump-pump four-wave mixing (FWM) has been assessed according to [55]. Considering a Rayleigh backscattering coefficient (κ) of $10^{-7}$ $m^{-1}$ and conservatively supposing large linewidth and possible variations in the pumps’ wavelengths, a 2 THz extra guard-band has been adopted to keep the pump-pump FWM always negligible. So, in presence of Raman pumps, the number of channels in the E-band is reduced from 295 to 252. From Eq. (1), it is possible to calculate the final GSNR, at the optical fiber output. Further details on the GSNR computation are reported in Appendix B.

A. The System Under Analysis

A fully loaded WDM comb on MBT, ranging from the O- to the L-band is investigated, for a total occupied bandwidth of $\sim$53 THz. A 2 nm guard-band is assumed between adjacent bands for filtering purposes. A non-transmission bandwidth of 30 nm (5 THz) centered at the SMF zero-dispersion wavelength ($D(\lambda) \approx 0$) is set and computed to maximize the O-band capacity as described in [28]. Table II reports the main parameters per band, showing that a total of $\sim$ 900 channels can be transmitted in a MBT system when employing a 50 GHz WDM grid. This amount of WDM channels is $\sim$10 as large as the one of commercial systems, nevertheless the maximum resulting total power we are considering is $\leq$ 1.5 W, for case with transmission over E$\rightarrow$L with Raman pumps. This power level is well below, for example, the injected power in [56] or of the specification of commercial amplifiers [57]. On the other hand, it is important to mention that MBT requires major upgrades in the way optical systems will be certificated and standardized. In fact, current safety standards, e.g., IEC 60825-2 consider a maximum optical power up to 500 mW and telecommunication operators are obliged to respect this normative with their deployed system using Raman cards. To conclude this topic, it is important to mention that new standards will be required and new safety regulations and training for the workers installing the systems, will be needed before a MBT can be deployed. Table III reports the transmitted power per channel per band for each considered system configuration and for each span length, at the input of the fiber span. The power per channel within each band has been assumed as spectrally flat set as described in Section III-B.

In this work, root raised-cosine shaped signals with a roll-off factor of 0.15 and a symbol-rate of 32 GBaud are assumed. The modulation format is adaptable – i.e., a bit-loading technique is supposed – and is determined by the GSNR value. The line system is considered periodic and composed of $N_s$ spans of equal length $L_s$ and made of ITU-T G.652.D fiber whose fiber loss coefficient and the dispersion curve vs. wavelength are displayed in Fig. 2. The non-linear coefficient $\gamma$ is practically flat within each band, and the values are reported in Table II. Fig. 6 depicts the optical system under analysis. We assume to use a comb of transmitters specific for each transmission band. Then, a MB-MUX combines all channels in a unique WDM MBT comb and the resulting WDM signal is transmitted through the optical link. Every MB-DEMUX introduces 3 dB loss. A MB-DEMUX is used at the end of each fiber span to separate the different bands which are then amplified by different lumped optical amplifiers. Since the aim of the study is to provide a benchmark, ideally flat amplification, capable to sustaining the required power gain, is assumed. A gain flattening filter (GFF) is used after each band amplifier to restore the launched power profile at the input of the next span. At the end of the optical line, the WDM MBT comb is DEMUX-ed, amplified and, finally, detected. Amplifiers and filters are kept as simple as possible, because the aim of the work is to investigate whether the MBT is feasible given the assumed noise figure values of the amplifiers as present in the literature. For the target scenarios, from DCI to regional networks, we considered two values for the span length $L_s$: 50 km and 75 km.

B. The Optical Transmitted Power

We use a LOGO strategy [30], which assumes flat per-band power per channel, with the power level of each band set accordingly. Each band is evaluated independently of the others with the nominal values of the transmission band, i.e., the ones at the central frequency of each band, used as inputs for the power computation. We assume each lumped amplifier has a constant gain equal to the highest loss within its corresponding amplification band. In such a way, the lumped amplifiers plus GFFs act as MBT optical equalizers. The power spectral density at the input of each fiber span, when signals are transmitted from O- to L-band, is illustrated in Fig. 5(a).

C. Throughput Maximization: A Trade-Off Between Available Bands and Physical Effects

1) Ideal Flexible Transceiver: We assume ideal flexible transceivers, capable of completely exploiting the available GSNR, thus enabling the maximum feasible bit-rate, as shown in Section III-B of [58]. A total of 12% rate overhead is assumed, and this value takes into account for the FEC overhead and DSP pilots.

6Note that this is only one of the possible pair of modulation formats and grid. Clearly, in case of other modulation formats and symbol rates, the throughput will scale accordingly, but the trend will remain unchanged.
2) Transmission Scenarios & Raman Amplifiers: The MBT system is composed of 5 bands. The full MBT is first explored (see Fig. 5(a)) and then the O-band off scenario is investigated and exploited for amplification of the E-band with Raman amplifiers. In this case, five Raman pumps are set over the entire O-band as displayed in Fig. 5(b). The pump configurations are reported in Table IV.

IV. NUMERICAL RESULTS

Fig. 7 shows the signal power at the beginning of the fiber span, i.e., for \( z = 0 \) (blue lines), and at the end, i.e. for \( z = L_S \) (red lines), when all bands are used for data transmission. As expected the low-wavelength signals experience larger attenuation as the fiber loss is larger and the SRS depletes the channel power, on the contrary, high-wavelength channels present less attenuation as the attenuation is lower and the signals receive power from the lower wavelengths through the SRS. The fiber attenuation and the SRS induce an overall tilt of 8 dB after 50 km and of 10 dB after 75 km over the entire bandwidth.

Fig. 8 shows the GSNR (solid line), the SNR\(_{ASE}\) (dashed line) and the SNR\(_{NL}\) (dash-dotted line) after a 75 km span when all bands are exploited for data transmission. Most transmission bands present strong unbalancing between ASE noise and NLI generation, despite the application of the LOGO strategy. This is because of the power transfer caused by the SRS towards the lower frequencies. Thus, an ASE limited transmission regime is observed at the high-frequencies, especially in the O-band, while the S-, C- and L-bands are mainly limited by the non-linear Kerr effect. The crossing point between SNR\(_{ASE}\) and SNR\(_{NL}\) is \( \sim 1450 \) nm, i.e., between E- and S-bands. For this reason, techniques such as the pre-emphasis of transmitted power levels, optimized Raman pump power and wavelength selection could be explored to mitigate the impact of SRS \[59\], \[60\]. The L-band has a slight upturn at the end of the band. This is due to the absence of channels on one side of the band which decreases the NLI generated in that portion of the band. The SNR\(_{ASE}\) presents some discontinuities among the transmission bands – one is clearly observable at 1450 nm.

### Table V

<table>
<thead>
<tr>
<th>( L_S ) = 50 km</th>
<th>( L_S ) = 75 km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( O \rightarrow L )</td>
</tr>
<tr>
<td>DCI Metro</td>
<td>8.7 10.0 10.0 9.9 9.4</td>
</tr>
<tr>
<td>Extended Metro</td>
<td>5.8 7.1 7.1 7.0 6.6</td>
</tr>
<tr>
<td>Regional Network</td>
<td>4.7 6.0 6.0 5.9 5.5</td>
</tr>
<tr>
<td>DCI Metro</td>
<td>6.8 8.5 8.7 8.5 7.8</td>
</tr>
<tr>
<td>Extended Metro</td>
<td>5.7 7.4 7.6 7.4 6.7</td>
</tr>
<tr>
<td>Regional Network</td>
<td>4.6 6.3 6.5 6.3 5.6</td>
</tr>
</tbody>
</table>
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Fig. 9. Net bitrate per wavelength for each scenario when considering two different span lengths. Each row reports different span lengths – \(L_s = 50\) km the first and \(L_s = 75\) km the second one. Each column refers to different bandwidth uses: full \(O \rightarrow L\) the first, \(E \rightarrow L\) without Raman amplification the second and \(E \rightarrow L\) with Raman amplification the last one.

TABLE VI

<table>
<thead>
<tr>
<th>Gain Factor With Respect to Full C-Band and Full C+L</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L_s = 50) km</td>
</tr>
<tr>
<td>Metro</td>
</tr>
<tr>
<td>Extended Metro</td>
</tr>
<tr>
<td>Regional</td>
</tr>
<tr>
<td>(L_s = 75) km</td>
</tr>
<tr>
<td>Metro</td>
</tr>
<tr>
<td>Extended Metro</td>
</tr>
<tr>
<td>Regional</td>
</tr>
</tbody>
</table>

TABLE VII

<table>
<thead>
<tr>
<th>Maximum Capacity [Tb/s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>(L_s = 50) km</td>
</tr>
<tr>
<td>Metro</td>
</tr>
<tr>
<td>Extended Metro</td>
</tr>
<tr>
<td>Regional</td>
</tr>
<tr>
<td>(L_s = 75) km</td>
</tr>
<tr>
<td>Metro</td>
</tr>
<tr>
<td>Extended Metro</td>
</tr>
<tr>
<td>Regional</td>
</tr>
</tbody>
</table>

Table V and Fig. 9 report the average spectral efficiency per band and bitrate per channel, respectively, attainable in each of the transmission bands when considering four different transmission scenarios with span lengths of 50 km and 75 km: single span DCI, 150 km metro, 300 km extended metro and 600 km regional optical networks. Three different transmission configurations are considered for each case: data transmission over the full MBT spectrum ("O \(\rightarrow\) L"); data transmission from the E- to L-band only and without Raman amplification ("No Raman, E \(\rightarrow\) L"); and finally data transmission using the E- to L-bands with Raman pumps placed in the O-band ("Raman in O, E \(\rightarrow\) L"). Further details on the computation of the average spectral efficiency per band are shown in Appendix C.

Results reported in Fig. 9 show that the best performing channels are the ones in the middle of the MBT WDM comb, which correspond to the best balancing between \(\text{SNR}_{\text{ASE}}\) and \(\text{SNR}_{\text{NL}}\), as reported in Fig. 8. Extending the fiber span leads to a decrease of the maximum throughput per channel, as expected, due to the higher accumulated loss which decreases the \(\text{SNR}_{\text{ASE}}\). Meanwhile, the NLI and SRS cross-talk do not
Fig. 10. Maximum capacity per transmission band. Each row refers to a different reach: DCI (75 km) the first, metro (150 km) the second, extended metro (300 km) the third and regional (600 km) the last one. Left-hand side: 50 km spans; and right-hand side: 75 km spans.

considerably vary with the fiber length, provided that the effective length is exceeded, as in the analyzed scenario. So, the spectral dependence of the maximum throughput remains practically unchanged. The discontinuities among transmission bands result from the different amplification technologies assumed for each band. These are summarized by different noise figures, as reported in Table II. As previously stated, different power levels are set for each band according to the LOGO strategy, so depending on fiber parameters – length, $\alpha(\lambda)$, $D(\lambda)$ and $\gamma$ – and on the amplifier parameters gain and noise figure [46]. The O-band shows the worst performance, when compared to the remaining transmission bands as a consequence of the higher
fiber attenuation, higher noise figure of the amplifiers, and high power depletion induced by inter-channel SRS. Thus, whether to exploit the O-band in MBT systems has to be analyzed from a techno-economic perspective for specific use cases. Another option for the use of the O-band is to allocate Raman pumps to improving performance in the remaining highest-frequency band (see Fig. 5) – the E-band – that is largely depleted by the SRS power transfer and consequently dominated by ASE noise.

Table VII and Fig. 10 report the maximum capacity per band and maximum total capacity, respectively, for each transmission scenario. These results show that Raman amplification enables a limited throughput increase, mainly over longer fiber spans, because of the large loss in the O-band that limits the Raman efficiency. So, as for C-band only transmission systems, Raman amplification is beneficial only for very-long fiber spans. An improvement of the maximum throughput due to Raman amplification limited to 10%, was observed in all cases.

Fig. 10 shows that O- and S-band carry a comparable total traffic, despite the higher number of wavelengths in O-band: 240 versus 182. This result is a consequence of the lower GSNR in the O-band, which provides a smaller bitrate per wavelength. Despite the much worse optical performance, the O-band can transport a higher total throughput with respect to C-band, only due to the much wider bandwidth (∼4 times wider), so its actual usability must follow an accurate techno-economics analysis. Table VII shows that by increasing the span length from 50 km to 75 km in the DCI scenario, the maximum throughput decreases by 75 Tbps from 450 Tbps to 375 Tbps, when the full MBT from O- to L-band is assumed. This value corresponds to a decrease of the SMF throughput of about 15%, highlighting the high impact of the DCI link length on performance. A smaller impact of the span length on the maximum throughput is observed for the remaining transmission scenarios, as expected, since the optical performance / maximum throughput is already limited for the reference scenario: span length of 50 km. Additionally, Table VII displays that using O-band for data transport can be indeed interesting for the DCI transmission case with 50 km span length, as it enables almost 30% of additional throughput. Even for the longer fiber length of 75 km, when the O-band is used for Raman pumping instead of data transport, the overall throughput is reduced roughly by 20%. Therefore, the use of the O-band for data transport enables a large additional throughput in DCI scenarios, but with limited spectral efficiency, at the cost of a very large number of transceivers. So, the use of the O-band for intense data transport seems to be motivated only in case it is not possible to install new cables and low-cost transponders are available. Further techno-economic analysis is clearly required, in particular to investigate if there exist solid use cases to open up the O-band for transmission. Finally, Table VI reports the throughput increase with respect to the use of full C-band and full C+L-band under the same conditions. As expected, the throughput gain is always smaller than the bandwidth enlargements as the GSNR decreases enlarging the bandwidth. Furthermore, the gain always decreases when propagation distances become larger and when the span length is larger. In general a full O → L MBT can carry a traffic 8 to 10 times larger than a full C-band transmission and 2.5 to 3 times more than a full C+L-band MBT.

V. CONCLUSION AND OUTLOOK

The currently exploited C-band is a minor portion of the available single-mode low-loss spectrum available for transmission over ITU-T G.652. The vast majority of optical fibers deployed in the installed network infrastructures do not present anymore the OH absorption peak in the E-band – as reported in the cited references – and so are ITU-T G.652.D fibers. Consequently, the entire single mode spectrum, from the O- to the L-band, could be exploited for transmission once the technology become available relying on a fiber loss always smaller than 0.4 dB/km. High-bandwidth demand and short-distance transmission scenarios, such as DCI with distances ≤ 40 km, in case of absence of available dark fibers, might represent the starting use cases where MBT could be first deployed. We carried out an extensive analysis, by estimating the generalized SNR, to evaluate the multi-band feasible throughput of the most widely deployed fiber, the ITU-T G.652.D. We aimed at estimating the throughput limits set by fiber propagation to provide a reference assessment for MBT techno-economics including different components’ options, so we deliberately made simplifying hypotheses on the components to focus on the fiber transmission limitations. We considered four relevant scenarios, with transmission distances ranging from 50 km up to 600 km, and two different span lengths, 50 km and 75 km. Given these assumptions, our investigations show that multi-band transmission may be a feasible alternative to widely researched approaches based on multi-mode and/or multi-core fibers, because it does not require the deployment of new cables. Therefore, we can conclude that the most efficient option, once dark-fibers and space within ducts is exhausted, is to install multi-band transmission covering the entire low-loss spectrum of SMF. This process is starting with the enabling of the already commercial available L-band, and we envision it will possibly continue by populating the entire low-loss spectrum of SMF, in case it is needed. To afford the ever growing traffic demand, MBT will not be sufficient and multiple fiber transmission will be a firm request. But, the use of MBT in cables including multiple fibers will enlarge the throughput per fiber, consequently enlarging the transmission spatial efficiency in bit/s/m², so enabling a better exploitation of the precious space available in fiber ducts that requires large CAPEX investments.

MBT has the potential to guarantee a throughput per fiber above 450 Tbps/fiber over DCI distances of ∼ 50 km, which is approximately a 10× increase compared to the best commercial C-band systems [1]. In case of regional / long-haul distances, MBT may achieve a throughput well above 200 Tbps/fiber. In general, a full O → L MBT can accommodate ~8/10× more traffic than the only C-band and ~2.5/3× more than C+L-band. Further improvements such as interleaving signals and Raman pumps can be exploited to further enhance the propagation performance as shown in [59], [60].

APPENDIX A

The effect of SRS is modelled according to [61] and the Rayleigh back-scattering is not taken into account as it has been demonstrated that it is negligible in Silica-Core Fibers (SCF) with pumps having power lower than 800 mW [62]. The power
evolution \( P(z, f_i) \) of each signal and Raman pump is described by the following system of \( N \) ordinary differential equations (ODE):

\[
\begin{aligned}
\pm \frac{dP(z, f_i)}{dz} &= -\alpha(f_i) P(z, f_i) \\
&+ \sum_{j=2}^{N} C_R(f_i, f_j) P(z, f_j) P(z, f_i) \\
&+ \sum_{j=1}^{N} \frac{1}{f_i-f_j} C_R(f_i, f_j) P(z, f_j) P(z, f_i) \\
&+ \sum_{j=1}^{N} \frac{1}{f_i-f_j} C_R(f_i, f_j) P(z, f_j) P(z, f_i) \\
&- \sum_{j=1}^{N} \frac{1}{f_i-f_j} C_R(f_i, f_j) P(z, f_j) P(z, f_i)
\end{aligned}
\]

Each equation describes the power evolution along the spatial variable \( z \) of the signal or the pump at the \( i \)-th frequency \( f_i \), with \( f_i < f_j \) for \( i < j \). Thus, \( f_1 \) is the lower frequency, while \( f_N \) is the larger. \( N \) is the number of signal and Raman pumps. The sign in each equation indicates co-propagation if “+” or counter-propagation if “−” of the \( i \)-th signal or Raman pump. \( \alpha(f_i) \) is the fiber attenuation coefficient at the frequency \( f_i \), \( C_R(f_i, f_j) \) is the Raman gain efficiency between the frequencies \( f_i \) and \( f_j \). The boundary conditions of the problem are given by the transmitted power \( P(z_0, f_i) \) of each signal and Raman pump at the transmission point \( z_0 \). \( z_0 \) is equal to 0 for all co-propagating Raman pumps and for all signals (being co-propagating by definition), while \( z_0 \) is equal to the span length \( L_S \) for all counter-propagating Raman pumps. Thus, the problem is described by a system of coupled ordinary differential equations (ODE) with two points boundary conditions (\( z_0 = 0 \) and \( z_0 = L_S \)). Since, in general, there is not an analytic solution, a numerical ODE solver is used to compute \( P(z, f_i) \). Finally, the overall frequency and space dependent fiber loss profile \( \rho(z, f) \) is computed as:

\[
\rho(z, f_i) = \sqrt{\frac{P(z, f_i)}{P(z_0, f_i)}}
\]

**APPENDIX B**

Each span of the transmission line is modeled according to the equivalent block diagram reported in Fig. 6. The WDM signal in each band is multiplexed using a multiband multiplexer and the resulting signal is propagated through the fiber which is characterized by a transfer function \( \rho(L_S, f) \). This transfer function includes both the fiber attenuation and the SRS. The impact of NLI is added to the signal at fiber output. Afterwards, the channels are demultiplexed using a MBT demultiplexer. Each band is then amplified via lumped amplification and a GFF is applied to the signal. Finally, ASE noise is added. For each WDM channel, the GSNR is computed as:

\[
\text{GSNR} = \frac{P_S}{P_{\text{ASE}} + P_{\text{NLI}}}
\]

where, \( P_S \) is the signal power, \( P_{\text{ASE}} \) is the ASE noise, defined as

\[
P_{\text{ASE}} = h G_{eq} F_{eq} f \beta_{\text{ref}}
\]

where \( h \) is the Planck constant, \( f \) is the frequency, \( B_{\text{ref}} \) is the reference noise bandwidth. The reference bandwidth is equal to the signal symbol rate \( R_S \). \( G_{eq} \) and \( F_{eq} \) are the equivalent Raman-EDFA gain and noise figure, respectively. In case Raman amplification is not used, \( G_{eq} \) and \( F_{eq} \) correspond to the gain and the noise figure of lumped amplifiers, respectively. Finally, \( P_{\text{NLI}} \) is

\[
P_{\text{NLI}} = B_{\text{ref}} G_{\text{NLI}}(L_s, f),
\]

where \( L_s \) is the span length and \( G_{\text{NLI}}(L_s, f) \) is the NLI power spectral density defined as reported in equation (1).

**APPENDIX C**

The average spectral efficiency per band is the average performance of the occupied band \( B \) and it has been computed as

\[
\frac{\sum_{i=1}^{N, h} R_{b\text{net},i}}{B} = \frac{\sum_{i} N_{ch} R_S}{N_{ch} \Delta f}
\]

where, \( R_{b\text{net},i} \) is the bitrate of the \( i \)-th channel, \( R_S \) is the symbol rate, \( N_{ch} \) is the number of channels, \( \Delta f \) is the WDM grid size and SE is the channel net spectral efficiency computed as

\[
\text{SE} = \frac{2 \log_2(1 + \text{SNR})}{1 + \text{OH}},
\]

where OH is the overhead.

**REFERENCES**


